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AI Systems Versus Copyright 
Protection: Exactly Where 
Should We Draw the Lines?
Randall K. McCarthy*

In this article, the author advocates changes to the U.S. copyright law to 
provide clear guidance on what can constitute training data, how copyrighted 
works can be used by an internal artificial intelligence (AI) system, and the 
extent to which AI-generated output content can be protected by copyright.

Artificial intelligence (AI) systems are becoming increasingly 
common in areas relating to human creativity. Many forms of con-
tent can be generated by AI systems, including text-based content, 
audio, video, images, programming code, technical papers, and 
so on. AI systems have the ability to learn from vast amounts of 
data, identify patterns, and generate new content based on those 
patterns. As AI systems continue to become more sophisticated, 
these systems will continue to raise fundamental issues regarding 
copyright protection for both the output content generated by the 
systems and the input data used to generate such content.

U.S. copyright law1 covers original works of authorship created 
by a human being. Only a small amount of originality and creativity 
is necessary, but court cases and U.S. Copyright Office guidelines 
alike uniformly require the originality and creativity must come 
from a human. Content created exclusively by an AI system, like 
other non-human sources, is not eligible for copyright protection. 

However, AI-generated content is seldom created without the 
use of some form of copyrighted material that was created by a 
human. This is true whether such use is authorized or not. Copy-
righted material can exist in the training data used to train an inter-
nal AI algorithm, in the input data supplied by a particular user to 
generate a desired output, within the programming structure of the 
AI algorithm itself, in the stored parameters (including diffusion 
models) utilized by the AI algorithm, in adjustments made by a 
user to modify or tweak an interactive AI process to generate a final 
desired output, and in post-curation processes where AI-generated 
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content that subsequently modified by a human user to create the 
final desired work.

In these and other areas, the question becomes where to draw 
the line between the rights of owners of copyrighted works and the 
rights of individuals to use such works to create new works. The 
existing copyright laws are helpful to a point, but can only take us 
so far in resolving these issues. Further action is desperately needed.

Fair Use and Transformation

A copyright grant includes rights to display the copyrighted 
work and the right to make derivatives of the work.2 These rights 
held by the copyright owner are offset by the rights of others to 
use the copyrighted work in an authorized way, such as through 
the rights of parody, First Amendment expression, fair use, and 
transformation. Parody and First Amendment concerns are present 
but are not issues that often arise in an AI context. Fair use and 
transformation, however, are central to this analysis. Fair use is 
codified at 35 U.S.C. 107, and the doctrine of transformation has 
been established via case law as an expansion of the first element of 
fair use. These areas of existing law can be helpful in determining 
where to draw the line between copyright owners and AI system–
generated content.

Fair use involves a number of factors, but primarily relates to 
the nature and extent of the use and the impact that the use has 
on the market for the copyrighted work. The U.S. Supreme Court 
is currently evaluating an important fair use case, Andy Warhol 
Foundation for the Visual Arts v. Goldsmith;3 this case is not specifi-
cally directed to AI-generated content, but it will provide further 
guidance in the area of digital images and fair use. 

Transformation relates to the extent to which a copyrighted 
work has been modified. If the existing work has been modified 
sufficiently, it is said to be transformed into a new work and is not 
a violation of the existing copyrighted work. An instructive trans-
formation case Author’s Guild v. Google,4 in which the U.S. Court of 
Appeals for the Second Circuit determined that Google’s scanning 
and cataloging of numerous copyrighted books as digital content 
was “highly transformative” and constituted fair use. Again, the 
issues were not related specifically to an AI system, but did deal 
more generally with digital copies of input data.
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Despite this guidance, AI systems present unique challenges that 
cannot be fully resolved using existing fair use and transformation 
principles, even those set forth by the Andy Warhol Foundation and 
Author’s Guild cases.

Training Data

Large data sets of training data are needed to train an AI 
algorithm. This allows the system to set various internal param-
eters. Sometimes the training data is merely evaluated and then 
discarded. In other cases, the training data may be incorporated 
into the AI model and used during subsequent content generation. 

Developers of AI systems usually attempt to only use autho-
rized training data in order to remove the use of unauthorized 
copyrighted works as an issue. However, the amounts of training 
data used by modern AI systems is staggering and will only increase 
in time. Except in extremely limited circumstances, it is inevitable 
that AI systems will be trained using data for which the develop-
ers did not obtain an explicit license. Indeed, it can be difficult 
or nearly impossible to identify what training data were used at 
all, unless the developers reveal this information (or even know).

There are cases currently pending in various courts where AI 
system developers have been sued for the unauthorized use of 
copyrighted material as part of the training package. One such 
case is Getty Images v. Stability AI,5 filed in the U.S. District Court 
for the District of Delaware. It is not yet clear how these and other 
cases will be handled, and a legislative solution may be required. 

An analogy may be helpful in evaluating the specific issues 
involved in training an AI system. Suppose that a novice artist 
visits a museum gallery and observes numerous paintings made by 
a famous painter. Care is taken by the novice artist to consider the 
subjects of the paintings (e.g., lily pads and bridges) as well as the 
style used (the brush techniques and level of detail). The novice 
artist then goes home and creates a painting based on this trip to 
the museum. The famous painter subsequently alleges that the 
painting by the novice artist violates one of the copyrights held by 
the famous painter to one of the displayed works at the museum. 
This is illustrative of a traditional copyright conflict.

Under existing copyright law, the famous painter would 
need to show that the novice artist had access to the copyrighted 
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painting (which the novice artist freely admits), and that there is 
a substantial similarity between the novice artist’s painting to the 
copyrighted work. Such analysis will be based on the fair use and 
transformation factors discussed above.

It could be argued that, with respect to training data, an AI 
system that accesses (such as over the internet) publicly available 
images as training data is analogous to the novice painter visiting 
the museum. Both the novice artist who observes the paintings 
by the master painter and an AI system that uses training data to 
create original images are engaged in a process of learning and 
creativity that is inspired by existing works. In both cases, the 
result is a new work that draws on the influence of the existing 
works, but is also distinct and original. Whether the work (either 
the painting or the AI-generated content) is transformative will 
depend on the work itself, and not the process used in generating 
the work.

However, there are also some differences between the two 
processes. The novice artist who observes paintings by the master 
painter is engaging in a process of study and observation, which 
involves a degree of interpretation and personal expression. The 
novice artist must use their own skills and judgment to create a 
new work that is inspired by the master’s work but also reflects 
their own artistic vision.

The AI model, on the other hand, is using statistical pat-
terns and algorithms to generate new images. While the model 
may learn from the images in the training data, it does not have 
the same degree of personal interpretation and expression as a 
human painter. The output of the model is also more constrained 
by the data it was trained on, whereas a human painter has more 
freedom to depart from their sources of inspiration and create 
something truly original. Hence, the factors may be different 
when evaluating training data by an AI system as compared to 
human observation. 

A final complicating factor is that copyright infringement 
focuses on the substantial similarity of the resulting work, not the 
internal process that was used to make the work. In the case of the 
novice artist, it is immaterial what mental processes took place; 
what matters is what does the painting look like. The question is 
whether this same analysis should be applied to AI system–gener-
ated content.
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User Input Data

One powerful feature of AI systems is the ability to generate 
complex content based on relatively simple input. Because of this, 
the U.S. Copyright Office has recently published updated guidelines 
addressing copyright registrations to AI-generated works.6 In these 
guidelines, the Copyright Office states “the Office will consider 
whether the AI contributions are the result of ‘mechanical repro-
duction’ or instead of an author’s ‘own original mental conception, 
to which [the author] gave visible form.’ The answer will depend 
on the circumstances, particularly how the AI tool operates and 
how it was used to create the final work. This is necessarily a case-
by-case inquiry.”

These guidelines provide direction that a copyright application 
for a work that was generated using an AI system should disclose 
the same in the comments field using a statement that identifies 
which elements were human-authored content and which elements 
were AI-generated content. While helpful in addressing these issues, 
further clarification is needed for a longer-term solution. 

Consider a user that prompts an AI system to create a children’s 
story about a frog that meets a rabbit and they have an adventure. 
In one case, this is the extent of the input. In another case, the user 
proceeds to provide explicit details and aspects that would normally 
be viewed as copyrightable material. In both cases, the AI system 
generates an output with images, text, and dialog. Notice that in 
both cases, it is not apparent that an AI system generated the content 
at all, and the amount of contribution by the user cannot be deter-
mined by a direct examination of the AI-generated content itself.

A legislative solution may be needed where a copyright regis-
tration can be granted, provided that disclosure is made that the 
work was generated with the assistance of an AI system, and the 
input supplied by the user is also disclosed. The Copyright Office 
already accepts sections of source code used as part of a copyright 
to a software system, and an analogous system should be consid-
ered where similar program listings are made as part of the input. 

Diffusion Models and Other AI Algorithms

A variety of AI algorithms have been developed. One particu-
lar type of model uses stable diffusion, which is a technique that 
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involves the gradual diffusion of information across nodes in a 
network. It is a way of allowing information to spread across the 
network, while keeping it stable and avoiding excessive noise. 

In AI systems that use stable diffusion techniques, portions of 
the training data are incorporated into the AI algorithm by combin-
ing the copyrighted works (such as images) with noise that is then 
used during the generation of AI content. The Getty Images v. Sta-
bility AI case is an example where these issues are being addressed.

In some ways, a traditional fair use and transformation analysis 
would appear to be an appropriate framework for resolving whether 
the internal use of a copyrighted work in a stable diffusion model is 
transformative or derivative. However, as mentioned previously, the 
existing copyright laws are set up to examine the resulting output, 
not the process used to make the resulting output. 

Post-Curation Processing

A final area relates to post-curation processing where a user 
takes the output content from an AI system and modifies this output 
to generate a final work. There are a number of ways in which such 
post-curation processing can be carried out. A text-based output 
in the form of a story can be generated by an AI system, and the 
story is edited or rewritten by a human editor. In a graphical arts 
context, a human can physically or digitally modify an original 
image created by the AI system. In another case, an AI system 
generates background or character movements that are combined 
with human-generated elements into a full-length motion picture.

In terms of copyright, the work would be protectable to the 
extent of the originality and creativity supplied by a human author. 
Copyrightable elements are those that are distinctive and are 
directed to particular expressions, such as discussed in the famous 
Sherlock Holmes case Klinger v. Conan Doyle Estate7 where specific 
details in the story, such as the demeanors, habits, backgrounds, 
and proclivities of Holmes and Watson, were protectable.

Once again, a legislative solution may be required. It will not 
be apparent from an examination of the final work what elements 
were generated using an AI system. Disclosure of the use of AI-
assisted processing, as well as disclosure of the elements provided 
by the human author (including possibly a copy of the original AI 
system image), may be a workable solution that protects both the 
public and the copyright owner.
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Conclusion

Copyright law is central to society and is often changed in sig-
nificant ways due to advances in technology. The Supreme Court 
resolved the issues relating to copyright ownership and home video 
recordings in the Sony Corp. of America v. Universal City Studios, 
Inc., case in 1984,8 and Congress resolved the issues relating to 
copyright ownership and the internet via the Digital Millennium 
Copyright Act in 1998. The unique challenges and opportunities 
provided by the advent of AI systems requires a similar undertaking. 

Such legislative changes should provide clear lines on what can 
constitute training data, how copyrighted works can be used by an 
internal AI system, and to what extent AI-generated output content 
can be protected. Attribution notices that a particular work was gen-
erated using an AI system should be an important part of the final 
solution. In this way, everyone involved—including the copyright 
owners, other creators of new works, and the general public—will 
be able to gain the greatest benefits from this exciting technology.

Notes
* Randall “Randy” McCarthy, a shareholder at Hall Estill, is a registered 

U.S. patent attorney who practices in all areas of intellectual property law 
prosecution, litigation, and counseling. His experience, which has a focus in 
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lectual property (IP) assets, licensing, IP strategy formulation, and portfolio 
valuation.
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